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Sports science practitioners often measure ground reaction forces (GRFs) to assess 
performance, rehabilitation and injury risk. However, recording of GRFs during dynamic 
tasks has historically been limited to lab settings. This work aims to use neural networks 
(NN) to predict three-dimensional (3D) GRF via pose estimation keypoints as inputs, 
determined from 2D video data. Two different NN were trained on a dataset containing 
1474 samples from 14 participants and their prediction accuracy compared with ground 
truth force data. Results for both NN showed correlation coefficients ranging from 0.936 to 
0.954 and normalised root mean square errors from 11.05% to 13.11% for anterior-
posterior and vertical GRFs, with poorer results found in the medio-lateral direction. This 
study demonstrates the feasibility and utility of predicting GRFs from 2D video footage.  
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INTRODUCTION: An understanding of the external mechanical loads (GRFs) athletes are 
exposed to on the field has the potential to provide sport scientists with an improved 
understanding of contributors to injury and performance (Bahr & Krosshaug, 2005; Verheul, 
Gregson, Lisboa, Vanrenterghem & Robinson, 2019). Direct measurement of GRFs has 
historically been restricted to lab-based environments due to the requirement of ground-
embedded force plates (Johnson, Mian, Donnelly, Lloyd & Alderson, 2018), limiting ecological 
validity, and neglecting external factors such as the influence of opponents or tactics. Recent 
efforts have witnessed the development of machine learning models to predict GRFs using 
wearable sensors such as inertial measurement units and 3D optical motion capture data 
(Johnson, Mian, Robinson, Verheul, Lloyd & Alderson, 2021; Mundt, David, Koeppe, Bamer, 
Markert & Potthast, 2019; Verheul et al., 2019). However, the collection of 3D motion capture 
data is also constrained to the laboratory, while wearable sensors are limited in application 
due to safety, logistical and regulatory restrictions – especially when considering their on-field 
use.  
With the increasing availability of open-source human pose estimation models, automated 
video-based analysis of human motion outside the constraints of the lab is becoming a reality. 
Pose estimation models allow for the estimation of joint centres and other key landmarks in 
images. When used in conjunction with additional machine learning techniques, GRFs may be 
predicted solely from 2D video poses. The purpose of this research was to predict 3D GRF 
components of unanticipated sidestepping from 2D video. OpenPose (Cao, Hidalgo Martinez, 
Simon, Wei & Sheikh, 2021) was used to estimate anatomical keypoints which served as input 
into two different neural networks for GRF prediction. The performance of a dense neural 
network (DNN) and a recurrent long short-term memory neural network (LSTM) was 
compared. 
 
METHODS: Fourteen semi-professional and professional female Australian Rules Football 
players (23 ± 3.9 years, 63.4 ± 5.4 kg) participated in this study (ethics approval RA/4/1/2593). 
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Each participant completed 21 unanticipated 45-degree sidestepping trials, consisting of both 
left and right foot strikes with an approach speed of 4.5 - 5.5 ms-1, as measured via wireless 
timing gates (SmartSpeed Pro; Fusion Sports, QLD, Australia) placed three metres in front of 
a force plate (Advanced Mechanical Technology Inc., Watertown, MA, USA, 2000 Hz). A large 
projector screen indicated to participants which direction to cut (left or right) when participants 
were ~ 0.5 m from the force plate. 
Three sagittal video cameras were positioned on the right-hand side of the participant (Sony 
HDR-CX700, 25 Hz, 1920x1080 pixels): true sagittal, one offset 3 m anterior to true sagittal, 
and one 3 m posterior to provide different vantage points for NN training. Trials where 
participants were deemed to target, have double foot contact, sidestep and/or stutter prior to 
force plate contact were excluded. Stance phase of each trial was defined from when vertical 
force exceeded a threshold of 20N. Force data was normalised to participant’s body mass 

(N/Kg). Trials exceeding   3 standard deviations of the mean, applied to all GRF components, 
to exclude trials showing measurement errors. To enlarge the dataset, video data was 
augmented by cropping the frame in three different ways (centre 90% of frame dimension, 100 
pixels from the left of frame, and 60 pixels from the top of frame). Videos were cropped to 
stance phase based on manually identified heel strike and toe-off. OpenPose (Cao et al., 2021) 
was used to determine 25 pose estimation keypoints (Figure 1). Trials which showed errors in 
identification of these keypoints were excluded.  

 
Figure 1: OpenPose 25 keypoint pose estimation outputs. 

 
The final video dataset, based on the three camera views and augmented video data, 
comprised of 1474 samples. The total number of unique force trials was 125. Stance phases 
of OpenPose keypoint data and force data were time normalised (30 and 300 samples, 
respectively). Keypoint data were used as input features for both LSTM and DNN 
architectures, with output features being 3D force data. The data was randomly split, subject-
wise, with 80% for training, 10% validation and the remaining 10% held over for testing. An 
automated hyperband search was performed (Koeppe, Hernandez Padilla, Voshage, 
Schleifenbaum & Markert, 2018) to determine optimal network architecture and 
hyperparameters in a three-fold cross-validation (Table 1). After determining optimal network 
parameters, a leave-one-subject-out validation was conducted to further assess model 
performance. This approach trains the NN on all subjects but one and tests the performance 
of the trained algorithm on the unseen subject. Metrics calculated to assess LSTM and DNN 
prediction accuracy were nRMSE and correlation coefficients (r) for all three force components 
(vertical, anterior-posterior, medio-lateral).  
 
RESULTS: The mean r of predicted and ground-truth GRFs over the leave-one-subject-out 
validation for the DNN were 0.954, 0.946, and 0.576 for vertical, anterior-posterior and medio-
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lateral, forces, respectively. The LSTM predictions achieved correlations of 0.939, 0.936 and 
0.128. The mean nRMSE for the DNN was 13.07%, 13.11% and 44.21% and for the LSTM 
11.05%, 11.15% and 59.03% in vertical, anterior-posterior and medio-lateral direction, 
respectively. The comparison of nRMSE between the measured and predicted values for all 
GRF components of individual participants is displayed in Figure 2. 
 

 

 
Figure 2: Violin plot of the nRMSE of predicted GRF against ground-truth GRF values for leave-
one-subject-out validation comparing DNN and LSTM neural networks. 

 
DISCUSSION: The aim of this study was to predict 3D GRF from 2D video during 45-degree 
sidestepping manoeuvres. Two different machine learning algorithms were compared based 
on accuracy of predicted and ground truth measured values. In contrast to DNN, LSTM 
networks do not require time-normalised inputs which facilitates real-time feedback. LSTM 
results may be further improved using non time-normalised trials (Mundt et al., 2020). Overall, 

NN Architecture Hyperband Search DNN LSTM 

Dropout 0.1 - 0.8 0.7 0.7 
Layer 1 size 8 - 650 128 550 
Layer 2 size 8 - 650 550 300 
Learning rate 3E-02 & 1E-02 - 3E-05 & 1E-05 1E-04 3E-04 
No. epochs 11, 21, 31, 41, 51, 61, 71 61 21 

Table 1: Neural network hyperparameter search conditions and optimal results. 
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both NNs achieved high mean agreement (r > 0.920) and low nRMSE of < 13.11% between 
predicted and ground-truth anterior-posterior and vertical force components. Although the DNN 
achieved higher agreement than LSTM predictions, correlation coefficients do not account for 
offsets between ground-truth and predicted values. A more sensitive indication of differences 
between these offsets is nRMSE, with LSTM predictions showing a lower nRMSE than DNN 
predictions when compared with ground-truth anterior-posterior and vertical force data.  
Unsurprisingly, the worst prediction for both NN was observed for the medio-lateral force. 
In comparison with recent studies, Johnson et al. (2021) used a NN to predict GRF from 
wearables in running and sidestepping, achieving nRMSE values of 17.06% and 13.92% for 
anterior-posterior and vertical forces, respectively, and 21.56% for medio-lateral forces. The 
large difference (DNN 22.56%, LSTM 37.47%) in medio-lateral force prediction in that study 
compared with ours could be attributed to the loss of spatial information associated with going 
from 3D to 2D video – that is, a loss of depth information. This might be overcome by increasing 
the number of camera views, especially in the frontal plane. The results show a higher anterior-
posterior and vertical force prediction accuracy compared with research using wearable 
sensors.  
Although the results show high accuracy, differences between single subjects can be noted, 
which indicates that a larger dataset with higher variability will further improve the 
generalisability, especially in the medio-lateral force component prediction. The sample 
population in the present study was relatively homogenous, all being female team-sport 
athletes of similar age, with the testing environment constrained (e.g., running speed, volume). 
To improve the prediction accuracy and robustness of future NN models a wider range of 
athletes and testing conditions e.g., sex, age and ethnic diversity, varying approach speeds 
and cutting angles, different camera setups, should be included. 
 
CONCLUSION: This research trained a NN to successfully predict vertical and anterior-
posterior ground reaction forces during sidestepping, via pose estimation from 2D video data. 
These results build on current literature, which used wearable sensors or motion capture data, 
to remotely predict GRFs and has the potential to provide practitioners with a more relevant 
on-field tool for monitoring athlete GRFs, considered a surrogate measure of external load.  
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